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Abstract - An architecture system and a method for 
tracking people are presented for sports applications. The 
system’s input is video data from static camera and the 
output is the real world, real-time positions of the players 
during a sport event. This output can be used for low-
bandwidth match play animations for web or wireless 
display, and for analysis of fitness and tactics of the teams 
and players. Firstly, an efficient real-time background 
modeling and maintenance is described based on the 
segmentation of input images into stationary and non-
stationary blocks. In order to detect foreground objects a 
method based on background subtraction is implemented, 
using chromaticity and lightness, with the intention of 
avoiding shadows and jitters. Object tracking is achieved 
using a cost function of blob information such as the 
centroid coordinates, the covered area, the velocity and 
the color. A condensation filter is also implemented in 
order to cope with complex cases such as when regions 
enter/exit the scene and when they can be occluded by 
other regions. The results of the proposed methods, the 
players’ location and trajectories are presented and 
discussed. 

Keywords: Kalman filter, condensation, multiple tracking, 
human detection, background subtraction. 

 

1 Introduction 
  The increased public interest on sports led to the 
investment of huge amounts for their transmission via 
television. Many organizations, such as the FIFA World 
Cup, the Champions League are in the centre of interest for 
many sports funs and businessmen. All these, together with 
the oncoming Olympic Games, motivated us to begin 
searching efficient ways to present sports events as play 
animations for web display. The aim of this study is 
focused on the production of novel object detection and 
tracking method, using a single fixed camera, which 
automatically will tracks sports players, and identifies their 
real positions. The first goal to be achieved is to detect the 
playfield of a stadium where the game takes place. In this 
way, the moving objects of the playing grass court can be 
detected, and the players’ positions will appear in a virtual 

ground image as a function of time. This can be used as an 
alternative way of playing low-bandwidth match 
animations providing enriched wireless services.  

2 Literature Review 
Many research projects focused on sports player 

tracking. Some used information such as texture, colour 
and shape [1]. Colour-based template matching is used in 
several approaches since it deals with occlusion problems 
[2], [3]. In contrast, some other studies estimate motion and 
player position by Kalman [5] or condensation filters [4]. 
Kalman filter has been used in many tracking applications 
due to its computational efficiency and its ability to predict 
future states. 

There are several popular methods for tracking moving 
targets. The main difficulties that the tracking procedure 
has to face are focused on the temporal occlusions of the 
targets and the splitting of the blobs aiming at separating or 
isolating the players. The methods that used a single camera 
fail on tracking objects which become occluded. Some 
more effective methods used multiple static cameras. In this 
way, the problems of players’ occlusion are solved, and 
their positions are showed in the 3D space [5], [6], [7]. This 
method increases the overall field of view and provides 3D 
estimates of ball location. Moreover, it improves the 
accuracy and robustness of estimation due to information 
fusion [5], [8]. However, it requires dedicated static 
cameras. 

Sports related works have been stimulated by several 
different aspirations; including action recognition, match 
reconstruction, and evaluation of a game. The players’ 
trajectory in panoramic view is also the output of a TV 
sequence in [7]. In [9], a 3D virtual animated view has 
been generated using two synchronised video sequences. 
The correspondence between frames has been achieved 
based on matching field lines or arcs. Such studies provide 
an effective method of tracking and player positioning, but 
the implementation complexity is high. 

3 Backround Estimation 
 Background subtraction is the most popular method 
for motion segmentation, especially with a relatively stable 
background [10], [11], [12], [13]. It attempts to detect 
moving regions in an image by differencing the 



background from foreground regions. However, it is 
extremely sensitive to changes of dynamic scenes due to 
lighting and extraneous events.  

One basic assumption of several existing tracking 
algorithms is that the background of the scene is known. 
This is attributed to the fact that in many cases and 
especially in real time processes it is practically difficult to 
record a separate background image without any objects in 
a video progression. Some added problems concerning 
background estimation focus on the abrupt global 
illumination changes or on backgrounds that change their 
appearance (waves, clouds, etc). Therefore, the background 
initialisation should involve extracting the background 
image with many arbitrary moving objects and when the 
background is visible for short periods of time. 

In this project, a robust real-time background 
modelling and maintenance has been applied, based on the 
segmentation of input images into stationary and non-
stationary blocks, as reported in [14]. The background 
image is synthesised using the median value of the 
stationary regions. Thus, no bias towards the foreground 
colour will occur in the reconstructed background. A 
similarity matrix has been created, which contains the 
difference between the image content at the block position 
for each pair of frames. High values correspond to non-
stationary elements and low values to stationary elements. 
Background periods are obtained by searching for the 
subset of frames so that the sum of stationary matrix 
elements is minimised, while the sum of non-stationary 
matrix elements is maximised. This method is efficient 
even if many objects are concurrently visible and the 
background can be seen only for a short time.  

 
4 Foreground Region Detection 

Based on adaptive background subtraction, a running 
statistical background value of the intensity of each pixel is 
maintained for the foreground region detection. To track 
moving silhouettes from the image in each frame, the 
background subtraction method and a tracking algorithm 
are adopted. The main assumption made here is that the 
camera is static, therefore the background is static, and so 
the ‘differencing’ between current frames and the 
background is the moving object.  

Occasionally, several studies used the background 
subtraction method that effectively estimates the 
foreground. Most proposed studies paid attention on the 
difference of the current pixel, with reference a background 
pixel, using ‘differencing’ techniques, such as the 
luminance or brightness difference, or the colour difference 
in RGB, YUV space. A foreground model in HSI space is 
proposed in [4], because the separation between the 
foreground and background clusters is high. Nevertheless, 
this method creates a noise image with player regions, and 
especially when the player’s legs are being fragmented. 
These methods also have to face certain important 
problems, starting from the difficulty to estimate the 

foreground when the moving object has the same colour as 
the background. Another important problem is the abrupt 
change in the intensity of light, which is mainly owed on 
indoor turning off or turning on, or in some other 
parameters such as clouds blocking the sun.  

An additional problem is the shade of the moving 
object. The shade increases the size of the object and 
changes its centroids. This can be solved using 
chromaticity. Chromaticity exploits the fact that an area 
cast into shadow that often results in a significant change in 
intensity without much change in chromaticity [1], [15]. 
Therefore, it’s assumed that any significant intensity 
change without significant chromaticity change could have 
been caused by shadow. Chromaticity is computed as: 
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where 1c c cr g b+ + =  and , ,  correspond in red, 
green and blue chromaticity, respectively. The use of 
chromaticity coordinates has the advantage of being more 
insensitive to small changes in illumination such as 
introduction of shadows. The criterion used to detect the 
moving regions in an image, by differencing current image 
with a reference background image is: 

cr cg cb

• IF c ccr br Th− >  AND c ccg bg Th− >    

                                               AND c ccb bb Th− >  

       THEN → the pixel is foreground, 

• OTHERWISE → the pixel is not foreground, 

where Th is a threshold,  is the red chromaticity of the 
current frame, and  is the red chromaticity of the 
background. Also, , , ,  represents the green 
and blue chromaticity of the current frame and background, 
respectively. 

ccr

cbr

ccg ccb cbg cbb

Even though the use of chromaticity coordinates helps 
suppressing shadows, it loses lightness information, which 
is its major drawback. Lightness is related to the difference 
in whiteness, blackness and greyness between different 
objects [16]. To address this problem a lightness measure (s 
= R + G + B) is used at each pixel. Consider the case 
where the background is completely static, and let the 
expected value for a pixel be . Also, assume that 

this pixel is covered by shadow in frame t and let 
( , ,c cr g s)

( ), ,ct ct tr g s  be the observed value for this pixel at this 

frame. Then, 1tsa
s

≤ ≤ . That is, it is expected that the 

observed value, , will be smaller up to a certain limit, ts



ta s s⋅ ≤ since the colour are darker. This corresponds to 
the intuition that at most (1-a)% of the light coming to this 
pixel can be reduced by a target shadow.  
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pixel can be reduced by a target shadow.  

While detecting a foreground region, there may be 
erroneous pixels detected and holes in object features. 
Therefore, the first pre-processing step is to clean up 
anomalies in the detected regions. A morphological filter is 
implemented in order to eliminate the noise. This process 
removes any small holes in the silhouette and smoothes out 
any interlacing anomalies. Further details are reported in 
[17] and [18]. 
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Further information needs to be extracted for tracking. 
Firstly, the centroids of the target image boundary 
( , )c c( , )c cx y can be determined as: 
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where ( , )c cx y  is the average boundary pixel position, 

 is the number of boundary pixels, and ( ,bN )i ix y  is the 
pixel of the boundary of the target. Some other important 
features used in this procedure are:  
• ( , )b bx y , the coordinates of the blob highest left 

point, 
• xBW , the distance between the more left and more 

right point, 
• yBW , the distance between the highest and the lowest 

point, 
• Area, the blob covered area. 

An identification number, id, is also given in order to 
determine the player. Hence, each object is presented as:                                        

( ), , , , , , ,c c b b x yid x y x y BW BW AreaΧ =     (6) 

    
(a)                                         (b) 

    
(c)                                         (d) 

Figure 1: Foreground region pre-processing. (a) Current frame, 
(b) foreground detected region in binary pattern, (c) the moving 

foreground region after morphological filter, (d) foreground 
region’s border extraction. 

 

 

 

 

 

 

 

 
Figure 2: Sample representation of all the needed information. 

 

5 Object Tracking 
The aim of object tracking is the establishment of 

correspondence between blobs across frames. It is assumed 
that the regions can either enter or exit the scene or can be 
occluded by other regions. Regions carry information like 
shape and size of the silhouette, while colours carry 
information on the location estimated for each object. 

The combination of a method that uses blob’s 
information as well as the prediction of the next possible 
position of a player could be an efficient approach for 
players tracking. A powerful condensation technique for 
tracking an object through cluttered scene, which allows the 
propagation of conditional densities over time, is proposed 
in [19]. However, tracking multiple targets is an initial 
drawback of this scheme. In [20] a probabilistic exclusion 
principle that allows multiple trackers is introduced. It is 
based on the assumption that if several one-body trackers 
are employed, each with the same tracking algorithm, then 
two or more can coalesce onto the same target for which 
their model best fits [4]. Thus, this is an excellent approach 
and using this method, the use of multiple static cameras 
could be avoided, without the problem of occlusion. 

5.1 Tracking using cost function 
Extra information is needed in order to create the cost 

function. The cost function can calculate the correlation 
between blobs across frames. Each region is defined by: 
• the 2D coordinates of the centroid, P (P values refers 

to ( , )c cx y ) ,  
• a ratio between the total number of foreground pixels 

(Area) and the size of the bounding box 

( x yB BW BW= ⋅ ), AreaR
B

= ,  

• The colour/gray level characteristic, ( )D R G B= + + , 
when RGB space is used.  

• The regions, for which correspondence has been 
established, have also an associated 
velocity, 1t t tV P P−= −  where t is the current frame 
and t-1 is the previous frame. 

(xg,yg)

(Wx,1) (1,1) 

(Wx,Wy) (1,Wy) 

ΒWy

(xb,yb)
ΒWx

(xc,yc) 



In frame t of a sequence, there are M regions with 
centroids  (where i is the number of regions) whose 
correspondences to the previous frame are unknown. There 
are K regions with centroids 

t
iP

1t
LP −  (where L is the label) in 

frame t-1 whose correspondences have been established 
with the previous frames. The number of regions in frame t 
can be different to the number of regions in frame t-1. They 
might be either more due to entries or less due to exits or 
occlusion. 

The task is to establish correspondence between 
regions in frame t and frame t-1. The minimum cost criteria 
are used to establish correspondence. The cost function 
between two regions is defined as:  

11 1 1

100 10i

t tt t t t
L iL L L L

L t t t
i i i

Area AreaP R V DC
1

P R

−− − − −−
= + + + +

D

1

     (9) 

where L is the labels of region in frame t-1, i is index of 
non-corresponded region in frame t. 

The cost is calculated for all (L,i) pairs and 
correspondence is established between the pair with the 
lowest cost, being less than a certain threshold. All the 
parameters of each region are updated using linear low pass 
filter prediction models as illustrated in the following 
equations: 

Predicted Position: 

1 1( )n n n n nPP P t t V− −= + − ⋅ −                           (10) 

Predicted Velocity: 
1

1
1
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−
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               (11) 

Predicted Ratio:  

1 (1 )n nPR a R a R−= ⋅ + − ⋅                           (12) 

Predicted Colour:  

1 (1 )n nPD a D a D−= ⋅ + − ⋅                         (13) 

The process on correspondence continues until no pairs 
left or the minimum cost rises above the threshold. 
Therefore, correspondences between all regions in frames t-
1 and t have been achieved apart from the cases due exits or 
occlusions, or new entries in the scene. The position and 
the predicted velocity of the exiting/entering region from/to 
the scene is used in order to determine whether a region has 
been exited/entered the scene. If this is not the case, then a 
check for occlusion is made.  

The centroids of the detected foreground regions in the 
sequences are stored in a trajectory map. When any 
foreground object in tracking is occluded to any stationary 
region (such as passing behind a building), or temporarily 
occluded by other moving silhouettes as they cross, the 
detected data of that object may not be obtained at the low 
level processing. At these kinds of situations, a high-level 
implementation procedure is triggered to predict the next 
possible position of that object. At the subsequent frames, 

its confidence is reduced if the low-level data about it is not 
obtained. An object is considered lost if its confidence 
drops below a selected threshold, and it is aborted from the 
tracking list stored in the trajectory map. High confidence 
objects are considered the ones that have been tracked for a 
reasonable time period.  

5.2 Tracking using prediction algorithm 
A high-level implementation approach based on 

condensation algorithm is used, in order to cope with 
complex cases where moving objects are occluded by other 
objects. Given that players have sudden changes in velocity 
and in their motion direction, it’s essentially to use an 
effective method based on the condensation algorithm.  

Each frame might have many blobs. In the case of 
football, these blobs can be reached up to 25, 11 players a 
side and 3 referees. Therefore, it is essential to establish a 
simple model that predicts each blob’s information of a 
current frame t from the previous frame t-1 [4]. Hence: 

, , 1
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, , 1
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1
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for { }1,..., ji N= , where jN  are the blobs of the current 

frame, but only those for which are considered occluded 
and the high level procedure is activated. xε  , yε , bxε and 

1(0, )by Nε σ∼  with 1σ  typically taken to be of the order 

of 0.1m, given that the maximum distance on the ground 
plane that sports player will move will be in the order of 
3 1σ  (0.3m per 1/25 of a second). This allows a player who 

moves at a speed of to be tracked. 10.3 25 7.5m s ms−× = 1−

The height and width of the bounding box must be 
allowed to react quickly to the sudden change, due to the 
fast change in shape of a player, thus adding Gaussian noise 
to the height and width. BWxε , BWyε and 2(0, )Area Nε σ∼  

with 2σ =2 pixels allows such a change.  
Such situations are avoided by proposing an 

optimization method using Kalman filter to predict each 
sample’s information for the next time step, given previous 
states. Herein, jN Kalman filters are utilised, one for each 

player. These are updated using the observed value of the 
position of each player from the ‘best’ trajectory map. 

Kalman filters have been applied because they address 
the problem of estimating the position  of 2( , )t x yΧ = ∈ℜ



the player at the next discrete time step. A sample linear 
stochastic difference equation governs this process: 

1t t tw−Χ = Χ + 1−            (21) 

With a measurement which directly relates to Χ 
that is: 

2Z ∈ℜ

1t k tZ v −= Χ +          (22) 

The independent random variables  and  represents 
the process and measurement noise, and have normal 
probabilistic distributions. 

tw tv

( ) (0, )p w N Q∼                       (23) 

( ) (0, )p v N R∼                       (24) 

Currently constant Q (process noise covariance) and R 
(measurement noise covariance) are used. However, in the 
future these may be used to assess the certainty of the 
estimates being made, which will improve the ‘trust’ in the 
estimate of the players position from the Kalman filter, 
compared to the observation Z from the image, when 
resolving occlusions. 

At each time step, a Kalman estimate ˆ ˆ ˆ( , )t t tx yΧ = of 
the position of each player is calculated using info from 
frame t-1. Hence: 

, , , 1ˆ( ) / 2i i
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, , , 1ˆ( ) / 2i i
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y t y t BWyBW BW ε−= +                   (30),  

1
i i
t tArea Area Areaε−= +                 (31). 

for { }1,..., ji N= , where jN  are not all the blobs of the 

current frame, but only those for which are considered 
occluded and the high level procedure is activated. The 
observed player positions  from the ‘best’ trajectory 
map are used to update each discrete Kalman filter. This 
has the effect of grouping the samples corresponding to 
each player within the condensation algorithm, since each 
sample is drawn towards the predicted  for that player. 
This prevents the samples for a player splitting up into two 
or more groups, which might have allowed the ‘best’ 
sample for a player to jump between the groups, or lock 
onto a different player instead. 

2Z ∈ℜ

ˆ
tΧ

Figure 3 presents the multi-object tracking 
implementation in frame sequences of a football match. 
Frames 102 and 110 show two players becoming merged 
and then split (frame 126). The segregation between blobs 
in frame 102 is achieved because an occluded region is 

determined, so the high-level implementation procedure is 
activated.  

        
Frame 96                      Frame 102 

      
Frame 110                      Frame 126  

Figure 3: Tracking results across frames. 
 
6 Field Region Extraction 

The extract of the field region can be achieved having 
in mind that the regions that are not included in the terrain 
and the super-imposed captions should be excluded from 
the procedure. 

Looking at various football fields, distinct 
characteristics of the terrain can be observed. All the fields 
are flat, and only athletes and referees are on the pitches. 
The colour of the pitch varies depending on the sport that it 
is used for. In sports having a grass arena, the field region 
is roughly coloured green. Thus, only the green regions of 
the image should be detected. According to the RGB 
colour-map a certain range were defined to detect green 
coloured pixels. The variable R, G, and B takes values in 
the range 0-255 and so, grass includes the following 
colours: Red → 10 ( 10)± , Green → 160  , Blue → 
10 

( 50)±
( 10)± . 
A problem occurs using this method is the presence of 

spurious pixels and holes in the regions, because different 
objects in the background have the same colour. A 
continuous region with the largest area is considered as the 
field region, since there are occasionally small green 
coloured regions outside the field. The noise problem can 
be circumvented using a morphological filter. 

    
(a)                                   (b)   

   
 (c)                                  (d) 

Figure 4:  Field Extraction: (a) input image, (b) image before 
enhancement by morphological filter, (c) image after 

enhancement by morphological filter, (d) Field region extraction. 



7 Projective Transformation 
A straightforward image plane to ground plane 

transformation (2D to 2D) is used to determine where the 
players are on the ground plane from where they appear on 
the image. The purpose is to transform the coordinates of 
the players in the field, as they are shown in the real image, 
to a platform that is the ground plan of the terrain. Figure 5 
presents this idea as well as the relationship between depth 
and size both on the X and Y-axes. The algorithm used is 
based on the bisection method. 

It is clear that the transformation is very sensitive, 
especially in the far end of the pitch of the real image. As 
expected, in a typical image, if two vertically adjacent 
pixels on the image plane are projected onto the ground 
plane, then pixels in the nearest part of the image are closer 
than those in the far part of the image. In this case, the 
pixels of the nearest part are just about 3.4 cm apart, 
whereas those in the far goalmouth are almost 9 cm apart. 
In the area of the image representing the nearest part of the 
pitch, 5 metres of ground plane covers 145 pixels, 
compared with only 28 pixels at the far end of the pitch 
(Image resolution: 320x240). 

 

 
Figure 5:  The projective transformation. 

 
 

8 Results Discussion 
Extensive experiments of the proposed system, 

evaluated in an outdoor 5 a side football match, verified the 
effectiveness of this model. The location of the x-y 
coordinates of the player’s feet, found inside the playfield, 
and have been converted in a new set of coordinates of a 
ground platform. The tracker can successfully correlate the 
players’ positions across frames. 

In any case, the id of each blob is known. Therefore, 
the trajectory of each player that is stored in a trajectory 
map can also be presented and can be used for motions 
analysis, fitness and tactics of teams and players.  

The method outlined in this project can be successfully 
demonstrated in several matches, such as football, tennis 
and rugby.  

 

    
(i)     Frame 140    (ii) 

    
(i)     Frame 290    (ii) 

     (a) 

 
(b) 

 
Figure 6: (a) Example of implementation: (i) the real 

image, (ii) The projected platform. (b) Trajectory of the 
moving objects 

 
9 Conclusions and Future Research 

The main contributions of this study are focused on the 
extension of the tracking algorithm that uses a cost function 
of blob information in combination with a condensation 
filter. In that way, it can cope with complex cases such as 
when regions enter/exit the scene, change velocity or 
directions and when they are occluded by other regions. 
These results are considered more accurate than in any 
other proposed method, because the player’s locations are 
actually calculated using the foreground detection method 
and are predicted only in cases of occlusion. The suggested 
method provides excellent results, and requires low 
computational power.  

Overall, an architecture has been presented to facilitate 
the positioning of sport players using object detection and 
tracking with single camera. Future work will see the 
introduction of the tracking analysis using multiple-view 
cameras, a more complex model for the shape, and the 
positional behaviour analysis of sports players. 

Χ
Χ

Χ

Χ
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